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In FY2022, we mainly experimented with the proposed human-robot collaboration.
Specifically, assuming assembly work by humans, the robot is assigned the tasks of
transporting the completed assembly, replenishing necessary parts, and replenishing
containers for the finished product. The robot autonomously selects the task to be performed
based on the worker's recognition of the work situation. We have integrated the results of
the following research plans to realize this system. Twenty subjects were recruited and
experimented with the proposed approach.




(A-3) Estimation and Analysis of Human Motion for Robot Motion Planning
(B-2) Motion planning of a robot to cooperate with a worker
(B-3) Integration of distributed systems

As a result, we confirmed that the collaborative work using autonomous task planning
based on the work situation proposed in this study was significantly more successful than
the collaborative work performed according to a pre-programmed program without using the
proposed system and that there was significantly less obstruction to the worker's
performance [9].

We are currently preparing to submit the results of this study for publication.
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In addition, we paid attention to heart rate variability as the worker's health condition,
planned the robot's actions based on the work situation and heart rate variability, and
provided feedback to the worker using the robot's facial expressions. In addition to the above
achievements, the result was integrated with the achievements of the following research
plan and evaluated through experiments on test subjects.

(C-1) Biometric measurement to evaluate the interaction with a collaborating robot

In this experiment, we assumed a human assembly task. When the assembly task was
considered as one cycle, we gave feedback to the worker with five facial expressions (happy,
natural, anxious, angry, and concentration) based on the results of the estimation of stress
level based on the task performance (time and time variation) and heart rate variability for
each cycle. The feedback was given to the workers based on the results of the stress level

estimation based on the work performance (time and time variation) and heart rate
variability [10].

In addition, we promoted research on body guidance by force feedback[1][3], non-contact
heart rate measurement[5][6], gesture recognition [2] and high-speed 3D object
recognition[4] for work situation recognition, and screw fastening work by human-robot
cooperation[7][8] toward the advancement of future collaborative work between human
workers and industrial robots.
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