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Abstract

The purpose of this paper is to study dynamics of a monopolistic �rm
in a continuous-time framework. The �rm is assumed to be boundedly ra-
tional implying that it can obtain only limited information and experience
delay information on demand. A dynamic adjustment process is based on
the gradient of the expected pro�t. It is analytically demonstrated that a
monopoly equilibrium undergoes a Hopf bifurcation when it loses stability.
Global dynamic behavior is con�rmed by numerical simulations.

1 Introduction

In the recent literature, it has been recognized in continuous-time economic dy-
namics that a delay di¤erential system is useful to describe the periodic and
aperiodic behavior of economic variables. Time delays can be modeled in two
di¤erent ways: �xed-time delays and continuously distributed time delays. Inv-
ernizzi and Medio (1991) investigate various economic models with the latter and
con�rm analytically as well as numerically the conditions for chaotic solution.
On the other hand Matsumoto (2009) reconstructs Goodwin�s accelerator model
with the former as a delay neutral di¤erential equation and examine the condi-
tion under which multiple limit cycles coexist. More recently, Matsumoto and
Szidarovszky (2011a) introduce a production delay of both types and a mound-
shaped production function into the neoclassical one-sector growth model and
show the birth of complex dynamics. With the in�nite dimensionality created
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by a �xed-time delay, even a single �rst-order equation is transformed into an
equation with a su¢ cient number of degrees of freedom to permit the occurrence
of complex dynamics involving chaotic phenomena. This �nding indicates that
�xed delay models of a dynamic economy may explain various complex dynamic
behavior of the economic variables.
This study is an application of Matsumoto and Szidarovszky (2011b) where

a complete eigenvalue analysis is given for a certain class of di¤erential equations
with a single delay. In particular, it considers monopoly dynamics with a �xed
time delay. It is well known that traditional monopoly market has such a struc-
ture in which there is only one seller, called a monopolistic �rm or a monopoly,
and there are in�nitely many small buyers whose behavior is described by the
market demand function. Further, the �rm is assumed to be rational in a sense
that full information or knowledge on demand is available free of charge without
any delays. As a result, it is enough for the �rm to determine either price or
quantity (but not both) so as to maximize pro�t. Once one of price or quan-
tity is chosen, then the other is automatically determined through the demand
function. No matter which choice is made, it can jump to the same optimum
point in one shot without any adjustment considerations. In reality, however,
the monopolistic �rm has only limited information, usually obtains price infor-
mation and sales data with some delays and reacts cautiously. Getting closer
to the real world and making the monopoly theory more convincing, we replace
this extreme assumption with the more plausible behavior assumption in which
full and instantaneous information is eliminated. Indeed it is assumed �rst that
the monopolistic �rm knows only a few points on the demand function (i.e.,
partial information). Second it is assumed that the �rm experiences time delays
inherent in phenomena like information and implementation delays (i.e., delay
information). Such a �rm is called boundedly rational. A natural consequence
of alternating behavioral assumptions is that the �rm is not able to arrive at the
optimal point with one shot but gropes for it. In addition to this, dynamics of a
delay di¤erential monopoly with the gradient method has not yet been revealed
in the existing literature. Therefore, in this study, we draw our attention to
dynamics of a continuous-time and �xed-delay monopoly under a circumstance
where a �rm is boundedly rational and uses the gradient of the expected pro�t
to revise its output decision.1

The paper is organized as follows. Section 2 is divided into two parts. In the
�rst part, a gradient dynamic monopoly model with time delay is constructed
and then local stability is considered. It the second part, numerical simulations
are given to con�rm global stability of a unstable monopoly equilibrium. Section
3 concludes the paper.

1Concerning discrete-time monopoly dynamics, we mention Puu (2003) and Naimzada
(2011). The former assumes bounded rationality and shows that the monopolistic �rm behaves
in an erratic way. The latter exhibits that �xed delay dynamics of the monopoly with bounded
rationality can be described by the well-known logistic equation when the �rm takes a learning
activity of revising decisions.

2



2 Delay Monopoly

Consider optimal behavior of a boundedly rational monopolistic �rm which
produces output denoted by q with marginal cost c. The price function is
assumed to be linear

f(q) = a� bq; a; b > 0:

We con�ne attention to a situation where the �rm does not know the price
function and does not even know that it is linear. It is however able to estimate
its derivative using actual prices it received in the past. By using numerical
di¤erentiation, it is able to estimate the derivative at a value qe of output which
is believed to be close to the actual output it would select. The estimated
derivative value is

d�e

dqe
= a� c� 2bqe:

So the approximating gradient dynamics is

_q = �(q)
d�e

dqe
(1)

where �(q) is an adjustment function. In constructing best response dynamics,
global information is required about the pro�t function, however, in applying
gradient dynamics, only local information is needed. We make the familiar
assumption that the adjustment function has linear dependency on output:

Assumption 1. �(q) = �q with � > 0:

The gradient dynamics under Assumption 1 with an expected output is
presented by

_q(t) = �q(t) [a� c� 2bqe(t)] (2)

where t denotes a point of continuous time.

2.1 Single Fixed-Delay

Dynamics depends on the formation of expectations. We consider a simple case
in which at time t; the �rm forms its expected demand to be equal to realized
demand at time t � � ; � > 0: Since it can be supposed that the actual output
produced at time t � � is equal to demand, the expected demand is given in
terms of output:

Assumption 2 qe(t) = q(t� �):

Replacing qe(t) in equation (2) with q(t��), we obtain the output adjustment
process as a nonlinear di¤erential equation with one �xed-time delay

_q(t) = �q(t) [a� c� 2bq(t� �)] : (3)
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Equation (3) has two stationary points; a trivial point q(t) = 0 and a non-tirival
point

qM =
a� c
2b

where a > c is assumed to ensure a positive stationary output. We may call qM

a monopoly equilibrium.
Our �rst concern is upon local stability of qM . For this purpose, we analyze

the linearized version of (3) about the monopoly equilibrium. Linearization and
introduction of the new variable q�(t) = q(t)� qM reduce equation (3) to

_q�(t) = �
q�(t� �) with 
 = �(a� c) > 0; (4)

which has the zero-solution, q�(t) = 0 (or q(t) = qM ) for all t � 0. If there
is no time delay, � = 0, then equation (4) becomes an ordinary di¤erential
equation and has a stable solution, q0e�
t; where q0 is an initial point. If
there is a positive time delay, � > 0, then equation (4) becomes a linear delay
di¤erential equation where initial data are given by a continuous function de�ned
for �� � t � 0. It is impossible to derive an explicit solution even though the
equation seems to be simple. In spite of this inconvenience, it is possible to
analyze qualitative aspects of the solution in the following way. Substituting
the exponential solution q�(t) = q0e�t into (4) yields the characteristic equation
associated with the linearized delay equation

�+ 
e��� = 0: (5)

The su¢ cient condition for local asymptotical stability of the zero-solution is
that the real parts of the eigenvalues are negative.
The characteristic equation is a function of � and so are its roots. Since

the monopoly equilibrium is asymptotically stable for � = 0; we expect, by
continuity, that the equilibrium remains asymptotically stable with positive but
small values of � : To examine the location of the roots, we multiply both sides
of equation (5) by � and introduce the new variables, x = �� and A = ��: Then
equation (5) is simpli�ed to be

x+Ae�x = 0: (6)

Real roots of equation (6) can be checked by a graphical method using the two
functions,

y1 = �
x

A
and y2 = e�x:

Real roots correspond to intersections of these functions. Depending on the
value of A; the two functions have two, one and zero intersections implying that
equation (6) has two, one or no real roots. Consider the condition needed for
the straight line to be tangent to the exponential curve. As is seen in Figure
1, let us denote the tangency point by P = (�x; �y) at which the following two
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conditions are satis�ed:

(i)� 1

A
= �e��x: the slopes of the two functions are equal;

(ii)� �x

A
= e��x: the ordinates of the two functions for x = �x are equal.

From (i) and (ii), �x = �1. Therefore A = 1=e is the tangency condition and
equation (6) has two distinct real roots if A < 1=e and a pair of conjugate
complex roots if A > 1=e:

Figure 1. Tangency condition

Assume that x = �+ i� with � > 0:2 Substituting this root in equation (6)
and arranging the terms give

�+Ae�� cos� + if� �Ae�� sin�g = 0

where the real and imaginary parts should be equal to zero,

�+Ae�� cos� = 0 (7)

and
� �Ae�� sin� = 0: (8)

If sin� = 0; then from equation (8), � = 0; which implies that the root is real
and violates the assumption � > 0. So we eliminate the case of sin� = 0 or

2 If � + i� with � > 0 is a root, then so also is the one with � < 0: We consider only the
roots with � > 0:
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� = n� for n 2 N; the set of integers including zero. On the other hand if
sin� 6= 0, then from (8),

e�� =
�

A sin�
:

Substituting it into equation (7) presents

� = �� cot� (9)

which is then substituted into equation (8) to obtain

� = Ae� cot � sin� (10)

where the right-hand side is denoted by f(�) in the following. The imaginary
part of the eigenvalue is a solution of equation (10) and the real part is given
by equation (9).3 We de�ne two intervals of �,


1 = [n2N
�
n�;

�

2
+ n�

�
and 
2 = [n2N

��
2
+ n�; (1 + n)�

�
Equation (9) implies that sign(�) = �sign(cot�) where cot� > 0 for � 2 
1
and cot� < 0 for � 2 
2. Thus the real parts are negative for � 2 
1 and
positive for � 2 
2. Accordingly we call 
1 the stable interval and 
2 the
unstable interval.
We are concerned with the location of � solving equation (10). The graphs

of f(�) with A = �=2 and A = 5�=2 are shown in Figures 2A and 2B where
they take a mound-shape pro�le for � 2 (0; �), furthermore f 0(�) > 0 for
� 2 ((2n � 1)�; 2n�) and f 0(�) < 0 for � 2 (2n�; (2n + 1)�) for n � 1.4 The
value of � is an intersection of f(�) with the 45� line. Since equation (6) is
transcendental, it has in�nitely many solutions. In consequence, the number of
intersections is also in�nite. With the assumption � > 0; the roots are purely
imaginary when cot� = 0 or � = �=2 + n�. However, to hold � > 0; sin� > 0
is needed from equation (10), so � = 0 and � > 0 only for

� =
�

2
+ 2n�:

Substituting � = 0 and this threshold value of � into equation (8) yields � = A;
which can be written as

A =
�

2
+ 2n�:

The determination of � under A = �=2 (i.e., n = 0) is illustrated in Figure 2A
where three red dots denote the intersections, e1; e2 and e3. The values of �

3There are several ways to solve these two equations for � and �:We outline the two ways,
one provided by Frisch and Holme (1935) and the other by Hayes (1950) in the Appendix.

4Needless to say, the shape of the graph can be analytically determined. See Matsumoto
and Szidarovszky (2011b).
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and � are
�01 =

�

2
at e1 and �01 = 0;

�02 ' 7:65 <
5�

2
at e2 and �02 ' �1:60;

�03 ' 13:98 <
9�

2
at e3 and �03 ' �2:20

(11)

where the upper script indicates the value of n and the subscript corresponds
to the numbering of the intersection. Let xnj = �nj + i�

n
j ; then x

0
1 is a purely

imaginary root and the real parts of x02 and x
0
3 are negative implying that �

0
2

and �03 are in 
1: Graphically, the intercepts e2 and e3 are in the shaded regions
of Figure 2(A).

Figure2(A) Determination of � for A = �=2

If A < �=2; then the 45� line crosses the � = �=2 vertical line above A, so
�1 < �=2, �2 < 5�=2 and �3 < 9�=2 while the corresponding �s are negative.
If A > �=2; then the 45� line crosses the � = �=2 vertical line below A, so
�1 > �=2. The values of �2 and �3 depend on the speci�c value of A and
the directions of the inequality are undetermined. To see this dependency let
A = �=2 + 2� (i.e., n = 1). In the same way as for A = �=2; we can obtain the
ordinates of the three intersections denoted by the red dotted points in Figure
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2B,
�11 ' 2:09 >

�

2
at e1 and �11 ' 1:19;

�12 =
5�

2
at e2 and �12 = 0;

�13 ' 14:10 <
9�

2
at e3 and �13 ' �0:59:

(12)

Notice that x11 has positive real part, x
1
2 is a purely imaginary root and x

1
3 has

negative real part implying that �11 is in 
2 and �
1
3 is in 
1: Although it is not

easy to see the location of �13 in Figure 2B, it is in the shaded region.

Figure 2(B). Determination of � for A = 5�=2

It is also clear in general that that if A = �=2 + 2n�; then the root xnn+1 has
zero real part, �nn+1 = 0 with imaginary part �

n
n+1 = �=2 + 2n�. Furthermore

its real part becomes positive if A > �=2 + 2n� and negative if A < �=2 + 2n�.
We summarize these results:

Lemma 1 Delay di¤erential equation (6) has a root with � < 0 and � 2 
1 if
�
 < �=2 + 2n�, a root with � > 0 and � 2 
2 if �
 > �=2 + 2n� and a root
with � = 0 and � = �=2 + 2n� if �
 = �=2 + 2n�:

Returning to the de�nition of A; the tangency condition is written as 
� =
1=e on which there is a unique negative root. This is a partition curve between
the real and complex roots. With a given value of 
; a small increase of � makes

� > 1=e implying that equation (5) generates a pair of complex roots with
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negative real parts. Further increases of � may change the negative real part of
� to positive making the system unstable. Such phenomena is referred to as a
stability switch. In order to understand the stability switch of (5), it is crucial to
determine a threshold value � = �� at which the real parts of the complex roots
are zero and their derivatives are positive. We then assume that� = i�; � > 0;
is a root of (5) for � = ��. By Lemma 1, we have in�nitely many solutions with
the zero real parts when

� =
1




��
2
+ 2n�

�
; n 2 N (13)

We now detect the stability switch at which the equilibrium loses stability.
Since � is a function of delay � ; we need the minimum solution of � for which
a derivative of �(�) is positive. By selecting � as the bifurcation parameter and
di¤erentiating the characteristic equation (5) with respect to � yield

(1� 
�e��� )d�
d�
= 
�e��� :

which is reduced to �
d�

d�

��1
=
1� 
�e���

�e���

:

Obtaining e��� = ��=
 from (5) and substituting it into the last equation, we
can show that the real parts are positively sensitive to a change in � ;

Re

"�
d�

d�

��1�����
�=i�

#
=
d(Re�)

d�

����
�=i�

=
1

�2
> 0:

This inequality implies that the real part turns to be positive from negative
when � crosses the imaginary axis.

Lemma 2 All roots of equation (5) that cross the imaginary axis at i� cross
from left to right as � increases,

d(Re�)

d�

����
�=i�

> 0:

Lemmas 1 and 2 imply that the real parts of all roots are negative for � <
�=2
 and the real part of one root becomes positive when � > �=2
. Therefore
stability switch occurs when � crosses the � = �=2
 curve. On the other hand,
it does not occur when � crosses the � = (�=2 + 2n�)=
 curve with n > 1.
Although the real part of the root with � = �=2+2n� is zero and its derivative
with respect to � is positive, there are already roots with positive real parts.
Hence the threshold value of � is

�� =
�

2


This result is summarized as follow:
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Theorem 1 The delay output adjustment process (3) has a threshold value �� of
delay: The monopoly equilibrium is locally asymptotically stable for 0 < � < ��;
locally unstable for � > �� and undergoes a Hopf bifurcation at � = �� where ��

is the threshold value of � de�ned by

�� =
�

2�(a� c) :

2.2 Numerical Simulations

Theorem 1 is visualized in Figure 3 where the higher hyperbolic downward
sloping real curve is the locus of �
 = �=2 and the lower hyperbolic real curve is
the locus of �
 = 1=e: The former curve divides the �rst quadrant of the (
; �)
plane into two regions: the gray region in which the monopoly equilibrium is
locally stable and the white region in which it is locally unstable. Although local
stability (instability) implies global stability (instability) in a linear model, this
is not necessarily a case in nonlinear dynamic system such as (3)5 . Theorem 1
and the following simulations analytically and numerically con�rm the birth of
a periodic cycle when a parametric combination of (
; �) is selected from the
white region of Figure 3. To examine qualitative properties of such a periodic
solution, we perform three numerical simulations in which a = 3; c = 1 and
b = 1 are �xed whereas � and/or 
 are varied.

Figure 3. Division of the (
; �) plane into
stable and unstable regions

5Using a logistic single species population model, which is essentially the same as the delay
monopoly model (3), Wright (1955) shows global stability under the condition of � < 3=2

and presumes that his method can be used to extend the global result to � < 2�=
. However
this conjecture still remains open.
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In the �rst simulation, we change both values of 
 and � by keeping �
 = 2.
In particular, four di¤erent points, (2=3; 3); (1; 2); (2; 1) and (3; 2=3) are selected
from the �
 = 2 locus. These points are in the white (unstable) region and
marked by the circles in Figure 3. Numerical results with the initial function
�(t) = qM � 0:1 for �� < t � 0 are summarized as follows. Figure 4(A) depicts
the cyclic motions of delay equation (2) in the (q(t� �); q(t)) plane. Note that
although the four periodic motions corresponding to the di¤erent pairs of 
 and �
are depicted there, only one spiral motion toward a limit cycle is observed. This
implies that no matter which pair of 
 and � is selected, the phase trajectories
have exactly the same periodic motion in the (q(t � �); q(t)) plane as far as
the product of � and 
 is the same. Time trajectories of q(t) from t = 0 to
t = 12 are illustrated in Figure 4(B).6 It is seen that the time trajectories have
di¤erent lengths of the period but �nally converge to the same periodic cycle.
Observing these numerical results, we �nd the following:

Numerical Result 1. with �xed value of �
,

1. the amplitudes of the limit cycles with di¤erent values of 
 and � are the
same;

2. the time to arrive at the limit cycle becomes longer as � becomes longer;

3. the length of a period of the cycle becomes longer as � becomes longer.

(A) Phase trajectories (B) Time trajectories

Figure 4. Numerical result in the �rst simulation

In the second simulation, we take four di¤erent values of � , points (1; 7=4); (1; 2);
(1; 5=2) and (1; 3) from the dotted vertical line at 
 = 1; in order to detect the

6To prevent Figure 4(B) from getting clumsy, we limit the length of time period short.
This restriction is inessential.
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e¤ect on dynamic behavior caused by changing the length of delay � . These
four points are marked by crosses in Figure 3. Figures 5(A) and 5(B) illustrate
four di¤erent limit cycles in the (q(t � �); q(t)) plane and four di¤erent time
trajectories of q(t) against time between t = 0 and t = 30. Note that same
color of the trajectories means same parameter speci�cations. The result are
summarized as follows:

Numerical Result 2. As � becomes larger with �xed value of 
,

1. the amplitude of the cycle becomes larger;

2. the arrival time to the limit cycle becomes shorter;

3. the length of a period becomes longer.

(A) Phase trajectories (B) Time trajectories

Figure 5. Numerical results in the second simulation

In the third simulation, contrary to the second one, we take four di¤erent
values of 
, (7=4; 1); (2; 1); (5=2; 1) and (3; 1) from the dotted horizontal line
with � = 1; in order to detect the e¤ect on dynamic behavior caused by changing
the value of 
. These four points are marked by triangles in Figure 3. Figures
6(A) and 6(B) illustrate four limit cycles in the (q(t� �); q(t)) plane and four
time trajectories of q(t) against time between t = 0 and t = 30. Note that
same color of the trajectories means same parameter speci�cations. We have
the following result:

Numerical Result 3. As 
 becomes larger with �xed value of � ,

1. the amplitude of the cycle becomes larger;

2. the arrival time to the limit cycle becomes shorter;
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3. the length of a period becomes longer.

(A) Phase trajectories (B) Time trajectories

Figure 6. Numerical results in the third simulation

Theorem 1 shows that the delay equation (2) gives rise to a limit cycle
when the monopoly equilibrium becomes locally unstable. Through numerical
simulations, we arrive at the following results concerning the sensitivity of the
cycles to changes in the parameter speci�cations:

Summary of Numerical Simulations

1 the amplitude of the cycle becomes larger as 
� becomes larger;

2 the period of the cycle becomes longer as one of two parameters, 
 and � ;
becomes larger and the other is kept to be constant;

3 the convergence time to the limit cycle becomes shorter as one of two para-
meters, 
 and � ; becomes larger and the other is kept to be constant.

3 Conclusion

We constructed a dynamic model driven by the gradient process in which a
monopoly was boundedly rational and single delay was presented in the for-
mation of the expected demand. Main analytical results were summarized in
Theorem 1 in which it was demonstrated that a monopoly equilibrium was
locally asymptotically stable when the delay is less than the threshold value
��; lost its stability when � = �� and underwent a Hopf bifurcation. We also
simulated the model and numerically con�rmed the following:

(N1) The monopoly equilibrium bifurcates to a limit cycle.
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(N2) As the delay becomes larger, both the amplitude and the period of the
cycle become larger.

Appendix

In this Appendix, we brie�y summarize two di¤erent ways to solve equations
(7) and (8) for � and � proposed by Frisch and Holme (1935) and Hayes (1950).
Although they consider the more general characteristic equation having the form
x + B + Ae�x = 0; we apply their approaches to our simpli�ed characteristic
equation, x+Ae�x = 0.
Frisch and Holme (1935) start with equation (8) to obtain,

e� = A
sin�

�

which can be rewritten, by using logarithms, as

� = logA+ log
sin�

�
: (A-1)

Substituting these relations into equation (7) yields

� cot� + log
sin�

�
= logA�1: (A-2)

Write the left-hand side by fFH(�) so that, given A; � is a solution of

fFH(�) = logA
�1:

The graphs of fFH(�) with A = �=2 and A = 5�=2 are illustrated in Figures
I(A) and I(B), respectively. It appears that each graph has three intersections
with the logA�1 line. The red points denoted as ei correspond to the coordinates
of the intersections. Their abscissas are the values of � and values of � are given
by equation (A-1). It can be con�rmed that the values of � and � are the same
as those obtained in (11) and (12).
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(A) A = �=2 (B) A = 5�=2

Figure I. Frisch-Holme approach

Hayes (1950) rewrites equations (7) and (8) as

� = �Ae�� cos�

and
� = Ae�� sin�:

Dividing the �rst equation by the second and solving it for � give the real part
of the root as a function of �

� = �� cot� (A-3)

which is the same as equation (9). Adding up the squares of both equations and
solving it for � gives the imaginary part of the root as a function of �

� =
p
A2e�2� � �2: (A-4)

The right hand sides of (A-3) and (A-4) will will be denoted as fH(�) and gH(�).
The � = fH(�) curve is positive-sloping and the � = gH(�) curve is negative
sloping in Figures II(A) and II(B). The �-values of the intersections of these
two functions are the solutions of � = gH(fH(�)) and the �-values are given
by � = fH(�): The good point of his approach is that the intersections are the
coordinates in the complex plane. So it is easy to see whether the real part is
negative or positive. The values of � and � at the intersections are the same as
those given in (11) and (12).
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(A) A = �=2 (B) A = 5�=2

Figure II. Hayes approach
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