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This research project aims: 1. to build models and application formulas for machine learning specific to
English literary studies by using specific literary works and academic resources; 2. to use machine learning
to conduct text analysis that attempts to analyze context-based influences; 3. to increase opportunities for
empirical research 4. to make the university a human network center for Digital Humanities (DH), and to
attempt to collaborate with academic societies, research institutes, and researchers in the fields of English
literature, DH, and natural language processing.

Specifically, as shown below, we will (1) create models and application formulas for machine learning
and (2) analyze texts as an application of machine learning.

1- Construction of models and application formulas for machine learning

1) Construction of a machine learning model specific to English literature, using a collection of texts,
mainly poetry, and concordances that show meanings of the texts.

2) Investigation of analysis methods (application formulas) for machine learning models suitable for
analyzing literary texts

2- Text analysis using machine learning in the field of English literature

1) Analyzing the influence between literary texts, which was roughly mentioned in the previous research.
2) Finding other influenced texts within an influence text previously overlooked.

3) Finding influential texts that have not been previously considered as influences.




1. Progress of the research plan

Activities in FY2024 were conducted through the May 2024 meeting, the December 2024 international
symposium, monthly meetings on building machine learning models and formulas, and performing text
analysis. After listening to a lecture by Professor Taro Komukai of Chuo University on trends in
discussions regarding Al and copyright, specific research methods for this project were discussed. During
monthly discussions, we discussed text analysis results, evaluation datasets, the introduction of new tools
and platforms for large language models, the creation of impact datasets, etc. We held an international
symposium in December (Digital Approach to Literary Analysis 2024) at Chuo University. We introduced
our research project at the seminar and lectured on the relationship with criticism in DH and text analysis

using Al

I. Construction of machine learning models and application formulas: To create machine learning
models, concordance data were used as source data for fine-tuning, large language models were fine-tuned,
and application formulas were examined.

1) Concordance: We planned to digitize three concordances- Shakespeare, Shelley, and Milton- which
list the meanings of words in literary texts. However, we found that Shakespeare had already been
digitized. We have already contacted the relevant parties and obtained the data. We have now finished
digitizing about 80% of Shelley's concordance (about 80,000 words). The remainder of Shelley's and
Milton's will be digitized in FY2025.

1.2) Model creation: We fine-tune large language models (BERT, OpenAl, Claude, etc.) using
concordances and other data. We initially planned to use the Google Cloud Platform, but we found that
platforms such as OpenAl and Claude were available and used them instead of Google Cloud Platform.
The models in [7], [8], and [9], which are listed in the “Others” section of the “Main publications, etc.”
column, are models that are being developed in this project. [7] used BERT, and [8][9] used OpenAl.

We found it challenging to create a model specialized for English literature with satisfactory
performance using only a dataset of word meanings, so we decided to make a dataset of text pairs of
influence mentioned in annotations of texts (Hashimoto, Sasagawa, Kitani, Furuya, and Miyagawa). This
is a time-consuming task, and about 440 pairs have been collected. We also needed an evaluation dataset
to evaluate the model we had created. The evaluation dataset we created is [10].

2) Creation of application formulas: We are devising a calculation method to connect a model specific

to English literature with literary studies. We discussed this with the research members at monthly research
meetings. Although it is challenging to develop the method because it is different from the current
mainstream NLP method, we are researching literary criticism and attempting to present the results
sequentially. [5] is a presentation of research on the application formula considered in this research project.

II Text analysis using machine learning: Since we are still creating a model for text analysis using

machine learning, we are currently using a large language model and analyzing monthly research meetings.

1)2)3) Text analysis using machine learning Text analysis of river poems by Warton, Bowles, Coleridge,

and Wordsworth (Sasagawa), Hawthorn's “The Old Manse” and Melville's The Piazza Tales, Emerson's
Nature, Essays (Furuya), and the influence of “Kubla Khan” and the description of paradise in Paradise

Lost Volume 4 (Miyagawa). [2] is a study that reflects the results of this research project. Other textual
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analyses will be presented in the future.

Status of actions not carried out as planned

In FY2024, it took more time than initially expected to create the data set necessary to create the model.
It was also necessary to create an impact data set and a data set for evaluating the created model. The full-
scale text analysis using the model created in this project will be conducted in FY2025 or later. We hope
to speed up the collection process by creating a tool in FY2025. The data collected so far is currently about
440, but the goal is to collect 2,000. In addition, we are creating an evaluation dataset to assess the influence
of English literature. The dataset [10] is in the process of being created. In the future, we would like to
brush up on the dataset in cooperation with overseas researchers.

Based on these datasets, we plan to create models with higher performance than those created this year

by using BERT [7] and conducting fine-tuning on platforms such as Claude and OpenAl [8][9].

Activities as Collaborative Research

This year, based on the monthly research meetings, each member gave a presentation to deepen the
understanding of the knowledge and to promote research activities. In addition, we are creating the
influence dataset. In the latter half of the year, with the cooperation of Miyagawa, each researcher repeated
the trial-and-error process of text analysis using new technologies and tools such as ChatGPT, OpenAl,
Claude, Dify, and TRACER.

Contribution to educational activities at the University

The symposium was open to researchers and students at the debriefing and international symposium
(title: Digital Approach to Literary Analysis 2024) held at Chuo University on December 20, 2024. The
presenters were Hashimoto, Yohay Igarashi (Associate Professor, University of Connecticut), Lucian Lee
(graduate student, University of Illinois at Ulverma-Champaign), and Artyom Suslov (graduate student,

Hokkaido University). Hashimoto reported on the details of this research project.

Status of Research Funds

Research expenses were generally executed as planned. Research funds were used for materials and
equipment for dataset creation, concordance digitization, platform usage fees for large language models,
and conference presentations. Fees were initially set aside for using the Google Cloud Platform of
1,000,000 yen. Still, it was discovered that other services such as OpenAl, ChatGPT, Claude, and Dify
were available for the same content and were more convenient to use, and the fees were used for those
services. As for rewards and honoraria, we initially planned to use part-time staff salaries to digitalize the
concordance but found that using them under the framework of outsourced remuneration was easier. Travel
and transportation expenses were higher than initially expected for participation in overseas conferences,
but this is thought to be a result of the weak yen and soaring prices. In addition, consumable supplies

increased due to purchasing equipment and other materials to prepare data sets.




Publication of Research Results

[1][5] are papers and presentations on the evaluation datasets and application formulas conducted by
Hashimoto. [2] is a paper based on the analysis conducted by Furuya in this research project. [3] is a paper
reflecting the results of Miyagawa's research project. Hashimoto will present a text analysis using machine
learning based on the findings of this research project in [4]. [7][8][9] are models for impact analysis, and
[10] is a dataset for evaluation, which is publicly available. We presented our research project at [6]. We

plan to present the influence analysis results of literary texts using the model at conferences abroad.

4. Activities of Research Assignees

Hashimoto oversaw the entire project, digitizing the concordance, creating the newly required dataset,
and analyzing the texts. Kitani, Sasagawa, and Furuya conducted a text analysis of literature using machine
learning models and presented their results at monthly meetings. They are also working on a dataset of
influences manually. Miyagawa and Kobana provided technical guidance on text analysis using large
language models and machine learning as needed. Miyagawa also conducted text analysis using large
language modeling and machine learning tools. Sato participated in monthly research meetings and

contributed to the research from the standpoint of English education.
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